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CERN 

The Black Hole 
Comes To 

Brasov

Childrens questions

• Why do I have to go to bed now
• Are we nearly there yet
• Where did I come from

• Why is the sky blue
• What am I made of

?????????????????????????

Brief History
• Can you keep cutting matter into smaller bits
• Greeks thought there was a limit

– concept of the atom
• But the Greeks only thought about it

– nothing new happened until people started to 
measure things

• Measurement and Classification
– Compounds
– Elements
– Periodic table
– Atomic weights

• Yes but what are they made of, and why do 
they behave as they do 

Anything smaller than an atom?
• Experiments with electrical discharges in gases 

showed ‘something’ making light
• That ‘something’ reacts to electro-magnetic fields

And weighs much less than the lightest atom

• Turned out to be an electron
• You could easily steer and accelerate it.
• Which means you can use them to smash into 

atoms and see if they will break
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Fixed target collider Twice the energy

But now we have more childish questions like

How do you know where the bits went

and what they were

and  what they do

and ……………..

and……………………

CERN 
site 
and 
the 
LHC 
ring

Cross-Section of LHC tunnel and Underground Experimental Area
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RF Accelerator Section LHC:       DIPOLE Construction

Lowering a Dipole into the tunnel LHC Assembly in the tunnel
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Basic detection device
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Proton beam

Proton beam

Particle tracks 
from collisions 

Multiple 
layers of 
detectors

The ATLAS Detector
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Reconstruction
• By reading all the amplifiers

– You obtain a set of 3D coordinates
• Need to associate them to reconstruct tracks
• Then see if all the tracks came from the same 

vertex
• Then see how bent the track was in the 

magnetic field
– To calculate momentum

• Then decide if the energy measured is in the 
range of interest

• If so reconstruct the whole event and look for 
‘signature’ characteristics

Simulated Event

And the Black Holes??
• Accelerating particles to near the speed of light gives them mass.
• Colliding them creates , for a very short time a high energy density
• want to see what new particles could emerge from this density
• could create small volume of density sufficient to trap photons
• But it would be unstable
• And evaporate into a puff of Hawking radiation
• If not would sink to center of earth

– But even there it doesn’t have critical mass, needs many more
– Tens of kilos

• Cosmic rays do this all the time
• If what they produced was stable would have several tons by now
• Black hole in Wall Street 
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Building A Really Big Digital 
Filter!

The signal source

• Bunches cross at 40Mhz or 25ns
• 1st level trigger cuts it to 75 Khz (100Khz 

possible)
• 1600 channels
• 160Gbyte/sec (40DVD’s per second)
• Very little of it is ‘interesting’

Triggering
• 1st level trigger gives a pointer to a region of 

interest
• 2nd Level: only need to read the tracks in that 

region to decide if it is worth reading the whole 
event 
– Only a subset of the data :  100Khz at 20Kb

• Reject about 97% of events, 3.5Khz accepted
– Best guess need for up to 500 CPU’s using 8Ghz 

technology
• 3rd level; read the full data for the accepts

– 3.5 Khz with 2Mb events
– 200Hz accept rate 
– Best guess need for up to 1500 CPU’s using 8Ghz 

technology
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Filter Block Diagram
1 32 1600

~ 160Gbytes/sec

How do you handle ~2000 links with a throughput of  >10Gbytes//sec

1

500

CPU

2
1

1500

CPUCPUCPU

CPUCPUCPU

2nd level trigger 3rd level trigger

To Tape

~ 5 Gbytes/sec

~ 7Gbytes/sec

~ 400 Mbytes/sec

1st level trigger

CPU

1- - - 12
Divide and Rule

1

10Gbps Core Switch  ~60 ports

1 20

CPU

1- - - 12

CPU

1- - - 12

20

CPU

1- - - 12
12 buffers per CPU

10 * 1 Gbps
links into 
each switch

1 * 10 Gbps
links out of 
each switch

CPUCPUCPUCPU CPU
30 CPU’s each at 
1Gbps per switch CPUCPUCPUCPU CPU

FAN -IN

FAN -OUT

Bus versus links and switches

• Bus technology favoured for previous 
experiments
– ‘private’ domain, well controlled
– Bounded latency

• BUT
– Shared resource
– Bandwidth limitations
– Link and switch scales, and is cheaper
So : how does it work???

The Crossbar

In1

In2

In3
In4

InN

Out1 Out2 Out3 Out4 OutN



8

A multistage network

More than one path from any input to an output
A center stage must connect to all other chips.

N times the Bandwidth?

First the good news: Yes you do get N times the bandwidth
Then the bad news: Only if you have communicating pairs

If more than one input wants to talk to the same output
Conflict is what you get. 
Either you throw away conflicting packets (bad for public relations)
Or you can queue packets at the input

?

Max throughput Major problem

Input Queueing: Not a 
salvation

Head Of Line blocking: these packets can’t get to idle output port
Efficiency drops.  Random traffic is 59% of maximum.

Input Queue Switch Output Port

Virtual Output Queuing

Input Queue Switch Output Port

Sort

Sort

Sort

Arbitration?
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Quality of Service
Input Queue Switch Output Port

Sort
Output

Arbitration?

Sort
Output

Sort
Output

Sort
Priority

Sort
Priority

Sort
Priority

Flow Control Policy
Input Queue Switch Output Port

Sort
Output

Sort
Output

Sort
Output

Sort
Priority

Sort
Priority

Sort
Priority

?

1 and 10Gbps Ethernet Switches
Which one to buy!

• IS it blocking or non-blocking
• How well does the arbitration work
• Is it fair
• Is performance affected by packet size
• What is the latency
• How well does flow control work
• What monitoring facilities are there
• TEST TEST and TEST Again
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GETB

Programmable traffic flow generator

Switch Test Bench

Performance Analysis Trigger And Event Data Flow

ROBROBROBROB

L2PU

L2PU

L2PU

L2PU EF

Back End 
Network

~ 25  ROBS have 
information for 

one Level 2 CPU

Subsequent events 
go to a free CPU
Total traffic  is
~20Kbytes @ 

100Khz

Data Collection 
Network

EF EF

ROB

SFO
SFO

~500 Level 2 dual CPU’s

~3K Level 3 dual CPU’s

‘Good’ events are 
collected from the 

ROB’s by the SFI’s and 
sent to  level 3 CPU’s

Total Traffic 
~2 Mbytes @ 3.5 KHz

After processing the 
accepted event is 

fetched from Level 3 
and sent to storage.

Total traffic
~2 Mbytes @ 200 Hz 

to storage

ROB

SFI SFI SFI

~ 100Sub Farm Interfaces

1600 
ROB buffers
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Implementation

• Defined requirements
• ‘Paper’ Models to ‘estimate’ traffic
• Evaluated existing technologies
• Predicted a cost model

– Telco crash
– ATM vs Ethernet
– 10G availability
– looking ahead 3 years??

• Now to the design

UDP Data Collection
1600 buffered channels

17 * 10G fibers 
to each Data Collection Core

Local aggregation switches
20*1 Gig copper inputs
2*10Gig fiber outputs

Level 1 Trigger tells which 
events to record and buffer

UDP Data Collection 
Network

Dual core chassis routers 
provide load balancing and 
distribute partial event data 

to second
level trigger processor 

farms

Plus IP routed Back End 
Network

Farm interface processors
collect full data of 

accepted events from 
buffers and distribute 

them through backend 
core chassis to third level 
trigger processor farms

over a TCP routed 
network 2 * 1G trunks

Optional 
connection to use 
Level 2 farms for 

Level 3 use

Collect accepted events 
and transfer them over 

10G fiber to storage and 
Grid

Plus dual redundant control 
network

Control Network dual 
core  redundant IP 
routed network for 
control, monitoring, 
housekeeping, …

anything not dataflow
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Plus traffic monitoring Visio Circuit Drawing
Hierarchical and navigable block diagram
Click on objects to descend levels of abstraction
Until you reach the lowest level circuit diagram 

Use the drawing to generate 
equipment and cable lists

Geographical Location
The data handling 
area is full of racks.

Each rack carries 
processors and their 
local switches.

The rack is defined in 
X and Y for any given 
rooms floor plan.

The rack contents are 
defined in horizontal 
rows

Equipment Data Base

Every piece of 
equipment is registered 
in an inventory database
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Cable Installation Data Base

Every cable is registered with its:
- Number
- Type
- Source location rack and row
- End location rack and row
- Function 

LAN Database

Every device in the 
network must be 
registered:

- Security
- IP address management
- Error diagnostics

Database Consistency

• Multiple databases
• Data entered by different people

– At different times, or not at all
• Things get moved and not recorded
• Only LANDB ‘must’ be up to date (no IP )
• Inventory management problem
• How do we keep track of it all?

Better definitions for better monitoring

IP 
addresses 
database

Equipment 
database

Discovered 
interconnect 

database

Geographical 
location 

database

We
crosscheck 

EVERYTHING
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Installing cables Installing Core Switches

Installing Edge Switches Large Scale

3000 nodes, 
200 edge switches, 

5 core routers
6000 ports 
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Plus physicists!

• Network dimensioned to meet ‘requirements’

• Maximum average link occupancy <60%

• Should mean peace of mind for Network Support

• Actually seen as a challenge by physicists 

– 40% for free!  Turn up the wick until something breaks!

• Continuous running out of spec!

• Must distinguish between ‘real’ and ‘self inflicted’ problems

MONITOR EVERYTHING


